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Our country’s latest reckoning with structural racism has 
involved critical reflection on the role of the criminal justice 
system, education policy, and housing practices in perpet-

uating racial inequity. But another area long overdue1 for collective 
reexamination is the child welfare system and the algorithms working 
behind the scenes. That’s why the ACLU has conducted a nationwide 
survey to learn more about these tools.

CHILD WELFARE AS DISPARATE POLICING 
Women and children who are Indigenous,2 Black,3 or experiencing poverty4 are disproportion-
ately placed under child welfare’s scrutiny.5 Once there, Indigenous6 and Black7 families fare 
worse than their white counterparts at nearly every critical step. These disparities are partly 
the legacy of past social practices and government policies that sought to tear apart Indigenous8 
and Black9 families. But the disparities are also the result of the continued policing of women in 
recent years through child welfare practices, public benefits laws,10 the failed war on drugs,11 and 
other criminal justice policies12 that punish women who fail to conform to particular conceptions 
of “fit mothers.”13

As Professor Dorothy Roberts wrote in 2002, it is against this backdrop that the child welfare sys-
tem’s “[v]ague definitions of neglect, unbridled discretion, and lack of training form a dangerous 
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combination in the hands of caseworkers charged with deciding the fate of families.”14 Nearly 
two decades later, the definition of “neglect” has not been meaningfully narrowed.15 Statistics 
and first-hand accounts confirm that this amorphous standard gives state agencies considerable 
leeway to justify child welfare involvement. According to the most recent federal compilation 
of state data, 61 percent of all cases in which agencies substantiated maltreatment allegations 
involved only neglect and no other forms of mistreatment.16 

The faces of these neglect findings include American Idol finalist Syesha Mercado, who was 
deemed a neglectful mother after her 13-month-old son had difficulty transitioning from breast 
milk to formula and was refusing to eat.17 Syesha took her son to the hospital where, instead 
of providing assistance, a state-contracted “child abuse pediatrician” with a known history of 
wrongfully reporting medical conditions as child abuse called child welfare authorities and ac-
cused Syesha of neglect.18 In August 2021, Syesha’s nightmare continued when she was pulled 
over by local police who seized her days-old newborn Ast because Syesha had not reported her 
birth to authorities while she was still fighting to regain custody of her son. Syesha was reunited 
with Ast after much media attention and public outrage, but continues to fight for the return of 
Amen’Ra. 

Meanwhile, Erin Yellow Robe, a member of the Crow Creek Sioux Tribe, fought for over a year 
and a half to be reunited with her four children. Erin’s children were placed in foster care as 
the result of an unsubstantiated rumor that she had been misusing prescription medication. 
And, despite the requirements of the federal Indian Child Welfare Act and the willingness of 
relatives and tribal members to take in her children, authorities placed them with white foster 
parents.19 Then there’s Samantha Johnson, who lost her housing when her college financial aid 
ran out and, with nowhere else to go, ultimately moved her 9-year-old daughter and herself into 
a $50 per night hotel, only to find herself the subject of a child welfare investigation based on 
allegations that she used drugs and was not providing her daughter with sufficient housing.20 
As one service provider explained, the child welfare system treats structural failings such as 
inadequate healthcare, housing insecurity, underemployment, and unlivable minimum wages 
as the personal flaws and moral failings of parents and sets out to “fix” them.21 For Black and 
Indigenous families, the child welfare system operates much more as a family regulation system 
that lasts for years, and potentially a lifetime.22
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TURNING TO PREDICTIVE ANALYTICS FOR SOLUTIONS
Many child welfare agencies have begun turning to risk assessment tools for reasons ranging 
from wanting the ability to predict which children are at higher risk for maltreatment to improv-
ing agency operations.23 Though some jurisdictions abandoned these early forays,24 Allegheny 
County, Pennsylvania has been using the Allegheny Family Screening Tool (AFST) since 2016.25 
In the simplest sense, the AFST generates a risk score for complaints received through the 
county’s child maltreatment hotline by looking at whether certain characteristics of the agency’s 
past cases are also present in the complaint allegations. Key among these characteristics are 
family member demographics and prior involvement with the county’s child welfare, jail, juvenile 
probation, and behavioral health systems.26 Intake staff then use this risk score as an aide in 
deciding whether to follow up on a complaint with a home visit or a formal investigation, or to 
dismiss it outright.

Like their criminal justice analogues,27 however, child welfare risk assessment tools do not pre-
dict the future. Instead, they measure the probability that a certain event might occur, which 
serves as a proxy for the thing they are trying to guard against. For example, in the criminal 
justice system, a recidivism risk assessment tool measures the odds that a person will be ar-
rested in the future,28 not the odds that they will actually commit a crime.29 Being under arrest 
doesn’t necessarily mean you did something illegal. Similarly, a child’s removal from the home 
by a child welfare agency, which is often the target of a prediction model, doesn’t necessarily 
mean a child was in fact maltreated. The occurrence of these proxy events often depends on the 
actions of decision-makers, like the child welfare agency caseworker or a mandatory reporter 
such as a hospital employee — people who are part of the systems that created the race-, gender-, 
and poverty-based disparities that these tools are supposed to remedy.

Given the sparse reporting and public discussion around child welfare agencies’ use of predic-
tive analytics, we examined the extent to which U.S. jurisdictions are using one category of 
these tools: models that systematically use data collected by a jurisdiction’s public agencies to 
attempt to predict the likelihood that a child in a given situation or location will be maltreated 
in the future. Specifically, we surveyed the use of these tools in all 50 states, D.C, and the U.S. 
territories through a review of news articles, predictive analytics tool websites, materials from 
public records requests, official child welfare agency reports, and responses to inquiries to ACLU 
affiliates. (See the methodology note on page 7 for more information.) 

We found the following: Local or state child welfare agencies in at least 26 states and D.C. have 
considered using these predictive analytics tools as part of their family regulation system. Of 
these, jurisdictions in at least 11 states are currently using them. (See the National Survey Table 
at the end of this paper for more information.) Large jurisdictions such as New York City,30 
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Oregon,31 and Allegheny County32 have been using predictive analytics for several years now. 
Some states, such as Oregon33 and Pennsylvania,34 are exploring from among multiple predic-
tive analytics tools. Some of the tools currently in use, such as the AFST, are used when deciding 
whether to refer a complaint for further agency action, while others are used to flag open cases 
for closer review because the tool deems them to be higher-risk scenarios.

THE FLAWS OF PREDICTIVE ANALYTICS
Despite the growing popularity of these tools, few families or advocates have heard about them, 
much less provided meaningful input into their formulation, implementation, or oversight.35 
Nor are families informed when and how a tool’s assessment influenced an agency’s decision to 
investigate or take other action on allegations of abuse or neglect. Yet, the choices made while 
designing the tool and deciding how to use it are not just about writing proper computer code 
or maximizing statistical accuracy. They also include countless policy decisions and value judg-
ments, any or all of which can impact whether and how a tool promotes “fairness” or reduces 
racial disproportionality.36 

Consider that, at the most general level, to create a predictive tool, someone must come up with 
a list of characteristics (a.k.a. variables) that will then be checked against the jurisdiction’s his-
torical case files to see which ones are associated with different types of outcomes (e.g., future 
removal of child from their home). But who decides what variables should be looked at and what 
outcomes should be considered? 

Furthermore, similar to the tools we have seen in the criminal legal system, any tool built from 
a jurisdiction’s historical data runs the risk of perpetuating and exacerbating, rather than 
ameliorating, the biases that are embedded in that data.37 Take for instance the unavoidable 
incorporation of structural discrimination when tools use proxies for maltreatment like those 
noted above.38 Historically over-regulated and over-separated communities may get caught in a 
feedback loop that quickly magnifies the biases in these systems. Even with fancy — and expen-
sive — predictive analytics, the family regulation system risks surveilling certain communities 
simply because they have surveilled people like them before. Or, as one legal scholar memorably 
framed it, “bias in, bias out.”39

If the variables selected in the end will deem certain people inherently risky because they match 
the “profile” of people disproportionately targeted by the agency in recent years, should those peo-
ple be told how the tool “ranked” them and given the chance to modify or explain their situation? 
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Who decides what “high risk” means and how do we decide what is an effective response to a 
“high-risk” situation? When a caseworker sees a “high” risk score for a Black person, do they 
respond in the same way as they would for a white person? Are the tools preventing people with 
“low” risk scores from being dragged into the system, or are they just increasing the number of 
families under scrutiny? Is it possible for parents to challenge risk scores? Are there alternative 
uses of predictive analytics, perhaps ones trained on child welfare agency performance or success 
of service programs in reuniting families and not on family behavior, that could take advantage 
of data but avoid civil liberty intrusions?

WHAT THE ACLU IS DOING
Ultimately, we must ask whether these tools are the best way to spend hundreds of thousands, 
if not millions of dollars, when such funds are urgently needed to help families avoid the crises 
that lead to abuse and neglect allegations. The time for interrogating these tools is now, before 
they become entrenched as they have in the criminal justice system.40 Information about the 
data used to create a predictive algorithm, the policy choices embedded in the tool, and the tool’s 
impact system-wide and in individual cases are some of the things that should be disclosed to 
the public both before a tool is adopted and throughout its use. In addition to such transparency, 
jurisdictions need to make available opportunities to question and contest a tool’s implementa-
tion or application in a specific instance if our policymakers and elected officials are to be held 
accountable for the rules and penalties enforced through such tools.

In this vein, the ACLU has requested data from Allegheny County and other jurisdictions to 
independently evaluate the design and impact of their predictive analytics tools and any mea-
sures designers or jurisdictions may be taking to address fairness, due process, and civil liberty 
concerns. As of September 2021, Allegheny County and the AFST designers have expressed 
willingness to share information and discuss the tool’s operation and results.

In the meantime, you can learn whether your local government is considering or using predictive 
analytics tools as part of its family regulation system by reviewing the map and the National 
Survey Table below. If you have additional information you’d like to share with the ACLU, we in-
vite you to contact us at womensrights@aclu.org with “[Predictive Analytics & Child Welfare]” 
in the subject line. It’s time that all of us ask our local policymakers to end the unnecessary and 
harmful policing of families through the family regulation system. 
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A few illustrations of the tools we found follow:

Allegheny Family Screening Tool

TO BUILD THE AFST, tool creators looked at how certain characteristics of people involved in the 
county’s historical investigations across multiple systems — such as a parent’s prior involvement 
with the criminal legal or child welfare system — related to removal of a child from home within 
two years of a complaint.41 When being used, intake staff will enter information about a maltreat-
ment complaint, after which the tool will generate a predicted “risk score” based on whether 
characteristics correlated to removal within two years are also present in the intake complaint. 
This tool was profiled in Professor Virginia Eubanks’ 2018 book, Automating Inequality.42

Hello Baby

IN 2020, ALLEGHENY COUNTY officials launched a new program called Hello Baby that uses 
a separate risk assessment tool.43 The tool developed for this program assigns each newborn in 
the county to one of three risk tiers that is supposed to indicate the likelihood that they will be 
“removed from home and placed in foster care within the first three years of life.”44 The tool was 
developed using data pulled from the county’s birth, child welfare, prison, court, housing, and 
juvenile probation records and, as with the AFST, identifies characteristics within this data set 
that correlate to removal and placement in foster care before the age of three.45

Parents of newborns in the highest risk tier are visited by a “family engagement specialist” and 
a social worker who identify services that the parents need and offer them to the family. If they 
accept, the Hello Baby team may consult with child welfare personnel while overseeing their use 
of the services “based on the family’s wishes.”46 As the Hello Baby FAQ itself acknowledges, 
engaging with service providers may increase the risk that the family will be reported to child 
protective services because the Hello Baby outreach team and other providers are mandated 
reporters who are “obligated to report any maltreatment they may observe.”47 At the present time, 
the Hello Baby pilot program is still in its early stages so no evaluation of its practical impact has 
been released.

Geospatial Risk Scoring

A TOOL CREATED BY a company called Predict-Align-Prevent48 uses location-based predictive 
analytics, as opposed to person-based predictive analytics like the AFST or Hello Baby, to esti-
mate where children are “at the greatest risk of maltreatment” based on past child maltreatment 
locations.49 Geographic risk features identified in the pilot city of Richmond included proxim-
ity to motels and vacant housing50 — both of which correlate to poverty and are indicators of 
likely underinvestment in low-income communities. Predict-Align-Prevent’s own ethical review 
warned that the tool might increase stigmatization of neighborhoods, increase neighborhood 
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surveillance and thereby generate self-reinforcing data, and discriminate against communities 
overrepresented in the neighborhoods identified as high-risk.51 Tool designers may present geo-
spatial risk scoring as a way to avoid privacy concerns or racial profiling of individuals, but their 
use in the child welfare context bears many similarities with predictive policing and warrants 
investigation for comparable equity and civil liberties concerns.52

Open Case Risk Scoring

A PRIVATE COMPANY called Eckerd Connects developed the Eckerd Rapid Safety Feedback 
tool which, according to its website, selects cases from among an agency’s open matters for 
prioritized review.53 Since its release, however, use of the tool appears to be on the decline. In 
2017, Illinois very publicly dropped the tool after “it didn’t seem to be predicting much.”54 Alaska, 
Louisiana, Ohio, and Oklahoma have followed suit, though other states continue to partner with 
Eckerd. In Florida, “[c]ases selected involve children under the age of four in which there is at 
least one prior investigation on any member of the household and the current allegation is for 
substance misuse and family violence threatens harm.”55 In New Hampshire, factors include the 
“number of prior assessments, frequency of assessments, type of allegation, age of the child, and 

household composition.”56

METHODOLOGY NOTE
This survey is based on publicly available sources, including newspaper articles, the websites 
of predictive analytics tool creators, responses to public records requests filed on MuckRock by 
Todd Feathers and Beryl Lipton, and when available, the most recent reports submitted by each 
state’s child welfare agency to the federal Administration for Children and Families (i.e., the 
2020-2024 Child and Family Services Plan and either the 2020 or 2021 Annual Progress and 
Services Report). The findings were supplemented by a questionnaire sent to all 54 state and 
local ACLU affiliates, to which 47 responded. We individually emailed each affiliate with our 
initial findings and asked for any additional information or suggested corrections.
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Jurisdictions in at least half of U.S. states have considered using predictive 
analytics in child welfare decisions.

Consulting tool
Los Angeles County, CA 

Tool in use
Douglas County, CO 

Tool in use
Larimer County, CO 

Arapahoe County, CO 
Consulting tool

Portland & 

Consulting tool
Bend, OR 

Allegheny County, PA 
Tool in use

Northampton County, PA 
Consulting tool

Little Rock, AR 
Tool in use

Kent County, MI 
Explored tool

Currently consulting 
or in use

Explored or dropped 
tool

Tool in use
New York City, NY 

Tool in use
Cumberland County, NJ 

Tool in use
Richmond, VA 

Explored tool
New Hanover County, NC 

Explored tool
Washington, DC 

Dropped tool
Oklahoma County, OK 

Camden County & 

Coos County & 

Tool in use
Manchester County, NH 

U.S. Territories 

We limited our survey to tools that systematically apply historical data to predict, on an indi-
vidual or geospatial basis, the likelihood of some outcome in the child welfare system that is 
considered a proxy for child maltreatment, such as removal from the home in the next few years. 
The National Survey Table specifies whether a tool is used citywide, countywide, statewide, or 
territory-wide. Common descriptions of these tools can include: predictive analytics, regression 
techniques, and supervised machine learning. Tools focused on predicting the risk of emanci-
pation, such as Georgia’s Cold Case Project57 or Colorado’s emancipation risk tool,58 are not 
included in this survey.

The Structured Decision Making (SDM) model and the Child and Adolescent Needs and Strengths 
(CANS) assessment are also not included in this survey as they are primarily based on clinical 
judgement and policy, even though like predictive analytics tools, they are algorithms and can 
be evaluated for their impacts on families.59 For example, a sample California SDM Family Risk 
Assessment form asks social workers to take into account whether the primary or secondary 
caregiver has a criminal arrest history,60 which disproportionately impacts Black communities. 
Nevertheless, these tools are widespread. Thirty-four states and D.C. currently use SDM,61 while 
all 50 states use versions of CANS in “child welfare, mental health, juvenile justice, and early 
intervention applications.”62
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Note that this survey also does not include the “Birth Match” system, which automatically 
flags new births by mothers who have lost parental rights, because Birth Match does not sys-
tematically apply historical data. In Michigan, for example, the automated Birth Match system 
identifies each child born to a parent “who previously had parental rights terminated in a child 
protective proceeding, caused the death of a child due to confirmed abuse and/or neglect, or had 
been manually added to the birth match list.”63 Other jurisdictions that have used or are using 
Birth Match include New York City, Maryland, Minnesota, and Texas.64

For jurisdictions marked as using the Predict-Align-Prevent tool, the survey only includes child 
welfare agencies the company has explicitly identified as those it is working with on its FAQ 
page.65 The survey does not include agencies to whom Predict-Align-Prevent has only formally 
presented its tool or joined in a consulting role, as described on its news page.66 This excluded 
group of jurisdictions includes Michigan, Florida, Connecticut, and Colorado’s Otero, Bent, and 
Crowley counties.67

Finally, while this survey is the result of our best interpretation of publicly available sources 
and assessment of ACLU state and local affiliates, we invite individuals who have additional 
information to contact us at womensrights@aclu.org with “[Predictive Analytics & Child 
Welfare]” in the subject line.
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NATIONAL SURVEY TABLE
For purposes of this survey, “tool” is defined as any tool that systematically applies historical 
data to predict, on an individual or geospatial basis, the likelihood of some outcome in the child 
welfare system that is treated as a proxy for future child maltreatment. When a jurisdiction 
falls into multiple categories, the “in use” and “consulting” categories take priority over the 
“explored” and “dropped” categories for purposes of the map’s coloring.

Key

STAGE OF ADOPTION: In use, Consulting, Explored, Dropped, None found

In use = Tool is currently being used either on a pilot or regular basis.

Consulting = Tool development, adoption, or partnership is being explored by jurisdic-

tion. Does not include general interest, such as one line in a strategic plan that states the 

agency will “perhaps” use predictive analytics in the future.68

Explored = Tool was not implemented after development or no mention of tool in official 

child welfare agency websites or reports, recent media coverage, or private tool developers’ 

webpages but discontinuation could not be specifically confirmed.

Dropped = Discontinuation confirmed in a public source such as official child welfare 

agency website or report or in media coverage.

None found = No mention of the tool found in official child welfare agency websites or 

reports, recent media coverage, or private tool developers’ webpages.

TOOL TYPES: Open Case Review, Screening, Hot Spot Model, Re-Entry Prediction, Predictive Risk 

Modeling Supervision Tool, Pre-Reunification Risk Model, Service Termination Conference Model, 

Reunification Predictive Risk Model, Removal, Service-Matching, Unknown

State Specific 
Jurisdiction

Stage of  
Adoption

Tool Name/Creator 
(Tool Type)

Description

Alabama Statewide None found

Alaska Statewide Dropped Eckerd Rapid Safety 
Feedback (Open Case 
Review)

Alaska discontinued its partnership with Eckerd 
in 2018 “after difficulties in implementation 
and questionable results of this process were 
found.”69

Arizona Statewide None found
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State Specific 
Jurisdiction

Stage of  
Adoption

Tool Name/Creator 
(Tool Type)

Description

Arkansas Little Rock In use Predict-Align-Prevent 
(Hot Spot Model)

In 2020, Predict-Align-Prevent issued a report 
predicting areas in Little Rock, AR where children 
were “at the greatest risk of maltreatment” based 
on an analysis of “where child maltreatment 
events are clustered.”70 The state plans to use 
the data to develop a “prevention plan.”71

California Los Angeles 
County

Consulting Predictive Risk 
Modeling Supervision 
Tool

Creators of the Allegheny Family Screening Tool 
from Auckland University of Technology’s Centre 
for Social Data Analytics are developing a “child 
welfare risk stratification model to estimate 
investigation complexity and risk.”72

Los Angeles 
County

Dropped SAS (Screening) In 2017, Los Angeles County announced it 
ended a pilot with SAS after its screening tool 
“incorrectly identified an extremely high number 
(3,829 cases) of false positives (i.e., children who 
received high risk scores who were not at risk for 
a negative outcome)” and “lacked transparency 
about how variables influenced scores.”73

Statewide Explored USC (Screening) From 2016-2018, California funded a proof-of-
concept study for a predictive risk modeling 
tool. The state then began hosting county 
stakeholder conversations to discuss possible 
implementation.74

Colorado Douglas 
and Larimer 
Counties

In use Decision Aide 
(Screening)

In early 2017, Douglas County commissioned 
creators of the Allegheny Family Screening Tool 
from Auckland University of Technology’s Centre 
for Social Data Analytics to develop a prototype 
screening tool that uses data from child welfare 
and public welfare eligibility systems to estimate 
“the likelihood that a child involved in a referral 
will be subject to a removal within two years of 
the referral.” By January 2020, the first version of 
the Douglas County Decision Aide went live. The 
team has also built and deployed a call screening 
tool for Larimer County.75

Arapahoe 
County

Consulting Screening Auckland University of Technology’s Centre 
for Social Data Analytics is also working on a 
screening tool for Arapahoe County.76

Three  
counties

In use Eckerd Connects  
(Re-Entry Prediction)

In 2018, Colorado began piloting a partnership 
with Eckerd Connects in three counties to 
identify children “at high risk of re-entry” to 
foster care and “support caseworkers in case 
decision making.”77
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State Specific 
Jurisdiction

Stage of  
Adoption

Tool Name/Creator 
(Tool Type)

Description

Connecticut Statewide Explored Eckerd Rapid Safety 
Feedback (Open Case 
Review)

Connecticut began piloting Eckerd Connects’ 
Eckerd Rapid Safety Feedback tool in October 
2016.78 In comparing the 2019 and 2020 Eckerd 
Rapid Safety Feedback websites, however, it 
appears that Connecticut stopped working with 
Eckerd Connects at some point in between.79

Delaware Statewide None 
found80

District of 
Columbia

Districtwide Explored Predict-Align-Prevent 
(Hot Spot Model)

In March 2020, Predict-Align-Prevent issued 
a report presenting results for its analysis 
predicting “geospatial child maltreatment risk.”81

Florida Statewide In use Eckerd Rapid Safety 
Feedback (Open Case 
Review)

Eckerd Rapid Safety Feedback launched in 
January 2013 in Hillsborough County and then 
expanded to Pinellas County and Pasco County 
before being used statewide.82

Statewide Explored SAS (Unknown) Florida also contracted with SAS to “do a 
research project to predict which families are 
most likely to cause the death of a child through 
maltreatment,” although the company’s tool was 
never operationalized.83 To predict child fatalities, 
SAS looked at records such as criminal histories, 
behavioral health data, drug and alcohol 
treatment data, public assistance records, and 
whether a mother participated in a home visiting 
program.84

Georgia Statewide None 
found85

Hawai‘i Statewide None 
found86

Idaho Statewide None 
found87

Illinois Statewide Dropped Eckerd Rapid Safety 
Feedback (Open Case 
Review)

In December 2017, Illinois terminated its contract 
with Eckerd Connects because the Rapid Safety 
Feedback tool “didn’t seem to be predicting 
much,” overwhelming caseworkers with large 
numbers of children allegedly “at risk for serious 
injury or death” during the next two years while 
failing to flag high-profile child deaths that did 
occur.88

Indiana Statewide In use Eckerd Rapid Safety 
Feedback (Open Case 
Review)

Indiana’s adoption of the Eckerd Rapid Safety 
Feedback model went live in January 2018 and 
continues to be used.89

Iowa Statewide None 
found90



13 ACLU: Family Surveillance by Algorithm

State Specific 
Jurisdiction

Stage of  
Adoption

Tool Name/Creator 
(Tool Type)

Description

Kansas Statewide None 
found91

Kentucky Statewide None found

Louisiana Statewide Dropped Eckerd Rapid Safety 
Feedback (Open Case 
Review)

Louisiana stopped using Eckerd reviews in 
September 2019.92

Maine Statewide In use Eckerd Rapid Safety 
Feedback (Open Case 
Review)

Maine began using Eckerd reviews in March 
2016 and continues to use the real-time review 
model.93

Maryland Statewide None 
found94

Massachusetts Statewide Consulting Hot Spot Model Massachusetts’ 2020-2024 Child and Family 
Services Plan states that it “is in the process of 
securing new software that will allow for heat 
mapping of the state, identifying ‘hot spots’ 
for prevention work that may help predict 
areas where the likelihood of high rate of child 
maltreatment may occur.”95

Statewide Consulting Pre-Reunification Risk 
Model

In addition, for the 2022 fiscal year budget, the 
Massachusetts governor proposed requiring the 
use of “an assessment of safety and risk using 
a research or analytical based or actuarial tool” 
prior to family reunification.96

Michigan Kent County Explored Mindshare (Open 
Case Review)

A Kent County foster care agency contracted with 
MindShare to provide “predictive analytics that 
indicate the projected outcome of a child/family 
at a given time.”97

Minnesota Statewide None 
found98

Mississippi Statewide None found

Missouri Statewide Explored Predict-Align-Prevent 
(Hot Spot Model)

Predict-Align-Prevent listed the Missouri 
Department of Social Services as one of the state 
agencies it was working with on its webpage in 
early 2021 but no longer includes it.99

Montana Statewide None found

Nebraska Statewide None 
found100

Nevada Statewide Explored Eckerd Rapid Safety 
Feedback (Open Case 
Review)

A 2015 article in The Imprint listed Nevada as 
one of the states Eckerd was working with at the 
time, but Nevada no longer appears on Eckerd’s 
website.101
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State Specific 
Jurisdiction

Stage of  
Adoption

Tool Name/Creator 
(Tool Type)

Description

New  
Hampshire

Statewide In use Eckerd Rapid Safety 
Feedback (Open Case 
Review)

New Hampshire is currently working with both 
Eckerd and Predict-Align-Prevent.102 The Eckerd 
tool uses factors like the “number of prior 
assessments, frequency of assessments, type 
of allegation, age of the child, and household 
composition.”103

Manchester 
and Coos 
Counties

In use Predict-Align-Prevent 
(Hot Spot Model)

A 2020 report by the Alliance for Strong Families 
and Communities identifies Manchester and 
Coos Counties as specific communities within 
New Hampshire that PAP is working with.104

New Jersey Cumberland 
and Camden 
Counties

In use Predict-Align-Prevent 
(Hot Spot Model)

New Jersey has contracted with Predict-
Align-Prevent and so far launched the tool in 
Cumberland and Camden Counties.105

New Mexico Statewide None 
found106

New York New York City In use Severe Harm 
Predictive Model 
(Open Case Review)

New York City’s 2020 algorithmic tool directory 
identifies two algorithmic tools in use by the 
city’s Administration for Children’s Services 
(ACS). The first one supports selection of cases 
“involving children with the highest likelihood 
to experience future severe harm,” defined as 
“substantiated allegations of physical or sex 
abuse in the following 18 months” for review 
by the ACS Quality Assurance unit. If the unit 
“identifies gaps in documentation or practice, 
the field office conducting the investigation 
is notified of these gaps so that they are 
addressed.”107

In use Service Termination 
Conference Model

The second tool prioritizes cases whose service 
termination conferences will be facilitated by 
ACS rather than a prevention program provider.108

North  
Carolina

New Hanover 
County

Explored SAS (Open Case 
Review)

In 2016, news reports and press releases stated 
that New Hanover County had contracted with 
SAS to develop a tool that monitors risk factors 
for children.109

North  
Dakota

Statewide None 
found110

Ohio Statewide Dropped Eckerd Rapid Safety 
Feedback (Open Case 
Review)

Ohio started working with Eckerd in 2017 and 
began a soft launch in early 2018. However, 
“[a]fter extensive work on the algorithm it was 
decided that the state would be better served by 
casting a wider net on the population of cases 
eligible for review and to not limit cases to those 
identified the algorithm.”111

Oklahoma Oklahoma 
County

Dropped Eckerd Rapid Safety 
Feedback (Open Case 
Review)

Oklahoma began piloting Eckerd’s tool in “Region 
3,” Oklahoma County, in as early as 2016 but no 
longer employs it.112
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State Specific 
Jurisdiction

Stage of  
Adoption

Tool Name/Creator 
(Tool Type)

Description

Oregon Statewide In use Safety at Screening 
Tool (Screening)

Oregon has developed its own predictive risk 
models in-house and operates a screening tool 
that aims to “calculate the probability that a 
child will be removed from home and/or involved 
in a future investigation” using historical child 
welfare administrative data and information 
about the current report.113

Statewide In use Reunification 
Predictive Risk Model

The state is piloting a tool that “estimates the 
likelihood of a successful reunification for any 
child currently in foster care” based on past child 
welfare administrative data.114

Statewide Consulting Child Protective 
Services Predictive 
Risk Model (Removal)

Oregon is considering developing a tool that 
“estimates the risk of future adverse events for 
children named on an allegation of abuse/neglect 
that was assigned for CPS investigation” to help 
staff decide whether to place the child into foster 
care.115

Portland and 
Bend

Consulting Predict-Align-Prevent 
(Hot Spot Model)

Oregon is also listed as a partner on Predict-Align-
Prevent’s website.116 A 2020 report by the Alliance 
for Strong Families and Communities identifies 
Portland and Bend as specific communities within 
Oregon that PAP is working with.117

Pennsylvania Allegheny 
County

In use Allegheny Family 
Screening Tool 
(Screening)

In August 2016, Allegheny County, Pennsylvania 
became one of the first U.S. jurisdictions to 
implement a predictive analytics-based screening 
tool, which assists call screeners in deciding 
whether to investigate a call or not by outputting a 
score. This score is meant to predict the likelihood 
of out-of-home placement within two years based 
on child welfare, birth, prison, juvenile probation, 
and behavioral health records.118

Allegheny 
County

In use Hello Baby (Service-
Matching)

In the summer of 2020, Allegheny County began 
piloting a service-matching tool called Hello Baby 
that assigns each newborn a service tier based 
on the risk that the newborn will be “removed 
from home and placed in foster care within the 
first three years of life” using the county’s birth, 
child welfare, prison, court, housing, and juvenile 
probation records.119

Northampton 
County

Consulting Screening In March 2021, news reports revealed that 
Northampton County had contracted with the 
Allegheny Family Screening Tool creators to 
develop a screening tool there as well.120

Statewide Consulting Screening The Pennsylvania Department of Human 
Services’ 2021 Racial Equity Report revealed 
that “a feasibility study is being conducted for 
application of a predictive risk model” for the 
statewide child maltreatment hotline.121
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State Specific 
Jurisdiction

Stage of  
Adoption

Tool Name/Creator 
(Tool Type)

Description

Rhode Island Statewide None 
found122

South  
Carolina

Statewide None found

South  
Dakota

Statewide None found

Tennessee Statewide Explored Eckerd Rapid Safety 
Feedback (Open Case 
Review)

Media reports identify Tennessee as a state that 
was working with Eckerd as early as 2017, but the 
state no longer appears on Eckerd’s website.123

Texas Statewide None 
found124

Utah Statewide None 
found125

Vermont Statewide None found

Virginia Richmond In use Predict-Align-Prevent 
(Hot Spot Model)

In March 2019, Predict-Align-Prevent released 
its place-based predictive modeling results for 
Richmond, Virginia in a report commissioned by 
the state.126

Washington Statewide Consulting Predict-Align-Prevent 
(Hot Spot Model)

Predict-Align-Prevent lists Washington as one of 
the states it is working with on its webpage.127

West  
Virginia

Statewide None 
found128

Wisconsin Statewide Explored Screening In 2018, Wisconsin contracted with the 
University of Illinois to develop a screening tool 
that identifies families most at-risk for a future 
referral.129 Wisconsin subsequently chose not to 
implement the tool.130

Dropped Re-entry Prevention 
Model (Re-Entry 
Prediction)

In July 2013, the University of Illinois began 
developing a risk model “to identify which 
reunified children were at highest risk of re-
entering substitute care within 12 months,” 
ultimately selecting five variables: the number 
of prior out-of-home care episodes, parent 
incarceration as a reason for removal, removal 
from a single-parent household, actionable 
items on the CANS life functioning domain, and 
placement in a treatment foster home during 
the most recent episode.131 Wisconsin stopped 
using this tool in 2019 “because the federal IV-E 
demonstration project that provided the funding 
for the program ended.”132

Wyoming Statewide None 
found133

Puerto Rico Territory-wide None found
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State Specific 
Jurisdiction

Stage of  
Adoption

Tool Name/Creator 
(Tool Type)

Description

U.S. Virgin 
Islands

Territory-wide None found

Guam Territory-wide None found

Northern 
Mariana 
Islands

Territory-wide None found

American 
Samoa

Territory-wide None found
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